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Abstract BL

Turbulent Navier-Stokes computational results are b/2

presented for an advanced diamond wing semispan tncxlel c

at low speed, high-lift conditions. The nunlerical CD

results are obtained in support of a wind-tunnel test that CL

was conducted in the National Transonic Facility' (NTF) C.,

at the NASA Langley Research Center. The model C_

incorporated a generic fuselage and was mounted on the CFD

tunnel sidewall using a constant width standoff. The C-O

analyses include: I) the numerical simulation of the %,

NTF empty tunnel flow characteristics, 2) semispan _=

high-lift model with the standoff in the tunnel DERA
FP

environment. 3) semispan high-lift model with the
H-H

standoff and viscous sidewall in free air, and 4) H-O

semispan high-lift model without the standoff in free- LaRC

air. The computations were performed at conditions that 1£

correspond to a nominal approach and landing LEF

configuration. The wing surface pressure distributions M,,

computed for the model in bolh the tunnel and in free MIF

air agreed well with the corresponding experimental "data MIT

and they both indicated small increments due to the wall MNIF

interference effects. However, the wall interference NASA

effects were found to be more pronounced in the total NTF

measured and the computed lift, drag and pitching (X,

moment due to standard induced up-flow effects. P

Although the magnitudes of the computed forces and P"

moment were slightly off compared to the measured q_

data, the increments due the wall interference effects RANS

were predicted well. The numerical predictions are also R_

presented on the combined effects of the tunnel sidewall R_
Sref

boundary layer and the standoff geometry on the SA

fuselage fore-body pressure distributions and the TTCP

resulting impact on the overall configuration "I'E

longitudinal aerodynamic characteristics. TEl=
IS

U/U,

BC WIC

xlc

yt(b/2
XYZ

Ct

O- c

y+
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boundary hiycr

reference semispan. 2.6927 ft

local chord, ft

drag coefficient, Drag/q.S,<_

lift coefficient, lSft/q.S,<.,

pitching moment coefficient, pitching momcni.,'q.S,_,¢-

pressure coefficient, p-pJq.

computational fluid d>namics

grid topology, C streamwise and O circumferenlial

cruise wing reference chord at y/(bi2)=0.3. 3.295 ft

wing mean aerodynamic chord, 3.143 ft

Defense Evaluation and Research AgenQ

flat plate

grid topology. H streamwise an |1 spanwisc

grid topology. H streamwise and O circumferential

Langley Research Center

leading edge

leading-edge flap

free-stream Mach number

Mode l/standoff- In- Free- air

Model/standoff-ln-Tunnel

Model/No- standoff-ln-Free-air

National Aeronautics and Space Administration

National Transonic Facility

overlap, ft

local static pressure, psf

free-stream static pressure, psf

free-stream dynamic pressure, psf

Reynolds-Averaged Navier-Stokes

unit Reynolds number, per foot

Reynolds number, based on C

wing reference semi-area, 6.5908 ft:

Spalart-Allmaras

The Technical Cooperation Program

trailing edge

trailing-edge flap
tunnel station, ft

ratio of local to free-stream axial velocity

wall interference correction

fraction of wing local chord

fraction of model scmispan

Reference coordinate system

angle of attack, degrees

corrected angle of auack for wall interference, degrees

inner law variable
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Introduction

The high-lift flow and the resulting aerodynamics

experienced by an aircraft in take-off and landing are

some of the most complex and difficult phenomenon to

simulate, either experimentally with wind-tunnel tests,

or numerically with the computational fluid dynamics

(CFD) methods. For an aircraft to achieve the high-lift

levels, required during takeoff and landing, it typically

deploys mechanical systems that are referred to as high-

lift devices, These devices are usually comprised of

leading and trailing edge flaps designed to maximize

attached flow over the vehicle for acceptable

aerodynamic lift, efficiency, and handling qualities.

However. for high performance military aircraft (subject

of the present study) this must be achieved within the

context of a relatively low aspect ratio and thin wing,

and thus the resultant high-lift flow field can vary
considerably from that of conventional commercial

transport configurations.

The numerical simulation of high-lift flows is very

difficult because of the inherent geometrical complexity
as well as the complex flow interactions that can occur.

Such geometrical complexity introduced by high-lift

devices includes physical gaps, cavity or cove regions,

exposed flap side-edges that are often sharp, flap hinge-

lines that may be sharp or rounded, etc. Progress has

been made in recent years to numerically simulate the

complex high-lift flow aerodynamics with Reynolds

Average Navier-Stokes (RANS) formulations based on

multi-block smactured grid technology (Refs. 1-3) with

various degrees of success. However, the geometrical

complexity of the high-lift configuration often requires

a tremendous amount of time and resources to be spent

in grid generation to set up such a computation. An

alternative approach based on the unstructured grid

technology has received attention in the recent years

(Refs. 4, 5), primarily because of its inherent flexibility

in discretizing complex geometry. However, it is also

widely believed that the existing unstructured grid

technology, with capabilities to simulate the complex
high-lift viscous flow characteristics, is still in the

developmental stage and may not be ready for

application by the general user community.

The present overall CFD plan, shown schematically in

Fig. 1, has two main objectives. The first objective is
to calibrate a state-of-the-art RANS method for

predicting the low-speed high-lift aerodynamics of an

•advanced high performance military wing concept
recently tested in the NTF (Ref. 6) at the NASA

Langley Research Center (LaRC). The semispan wind-

tunnel model was designed as part of a multi-national

collaborative effort (Ref. 7) under the auspices of The

Technical Cooperation Program (TTCP). TTCP

participants involved in this effort included the United

States Department of Navy, National Aeronautics ',uv,l

Space Administration (NASA), and the United Kingdom

Defense Evaluation and Research Agency (DERA). The

model incorporated a generic fuselage and was mounted

on the tunnel sidewall using a constant width standoff.

For the present code calibration purposes, the CFD

model included not only the semispan configuration but

also the wind tunnel solid walls representing the NTF

test section environment. The focus of the present

numerical analysis is on the high-lift configuration with

a specific rigging arrangement designed for approach

landing conditions. These computations include an
empty tunnel simulation to calibrate the viscous

sidewall flow (Fig. la) and then a simulation of the

model-in-tunnel configuration (Fig. I b).

The second objective of this study is to numerically
assess the interference effects due to the wind-tunnel

walls and the standoff geometry' for this configuration.

This is accomplished numerically through a systematic
removal of wall interference effects due to solid-wall

confinement (Fig. It) and due to viscous sidewall
standoff combination (Fig. ld). Experimental wall
interference effects were also obtained, and these are used

to help assess the numerical results. The present
analysis on this slender vehicle also contributes to the

ongoing activities, both experimentally (Ref. 8) 'and

numerically (Ref. 9) at [,aRC to develop a semispan
test capability at the NTF, which have been primarily

focused on commercial transport configurations.

Wind-tunnel model and test description

The semispan wind-tunnel model consisted of a generic

fuselage with a 1.5-inch constant width standoff and a

cropped diamond wing planform with leading ",,uxt

trailing edge sweep of 4()" and -40", respectively. The

wing was designed for multi-mission interdisciplinary

military requirements for cruise, high angle of attack

maneuver, as well as for low-speed, high-lift

performance. The photographs in figure 2 show the

high-lift version of the model from two different

perspective views. The wing consisted of a full span

leading-edge flap, a part-span slotted trailing-edge flap,

and a deflectable shroud ahead of the trailing-edge flap.

The semispan model was mounted on the tunnel

sidewall by including a constant width standoff designed

to minimize the sidewall boundary layer (BL) effects on

the mode[ aerodynamics. The primary purpose of the

test was to develop an experimental database for four

different variations of the diamond wing with respect to

the flap rigging arrangements (gap and overlap). These

configuration variations included two high-lift riggings

for approach and landing, one high-lift rigging for take-
off, and the baseline cruise-model with no control

surface deflections. Data from this experiment include

American Institute of Aeronautics and Astronautics
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static surface pressures, configuration (i.e., wing arKl

fuselage combinationt forces and moments,
aeroelastic deformations for many high-lift settings.

The semispan model was 7.7 ft long and 2.7 ft wide

excluding the 1.5-inch constant width standoff. The
entire test was conducted in the air mode mainly because

the model was designed for tests at elevated pressures:

the combination of model size and pressure prcxtuced

full-scale Reynolds number data. The model was

instnnmented with approximately 450 orifices to

measure the surface pressures. The majority of the

pressure orifices were distributed over the wing mad in

particular around the high-lift system. The wing

pressure orifices were primarily distributed ahmg six

chord-wise stations located at y/(b/2)=0.15, 0.30, 0.45,

0.55, 0.70, and 0.80 (Fig. 3)

The high-lift wing configured for approach and landing

was chosen as the baseline configuration for the present

numerical analysis. The high-lift control surfaces for

this baseline configuration included a 22" deflected full-

span leading-edge flap (LEF), 23" deflected shroud,
35° deflected trailing-edge flap (TEF). In addition, the

selected baseline model incorporated a 0.5%c,_,, gap and a

2%c,_ overlap rigging (Fig. 4) arrangement.

Representative flow conditions for approach and landing
were also selected for the numerical analysis and they

are ct=10", M_ = 0.2, R,=7.7x10". For reference, the

selected unit Reynolds number of 7.7x1() _ corresponds

to the Reynolds number of 24.2x I(Y' based on the wing

mean-aercxtynamic chord. I,imited aerodynamic analysis

of the experimental data has been reported in Ref. 10.

Computations and flow field analysis

The present numerical analysis is performed with the

Multi-block, structured-grid based CFD code known as
CFL3D (Ref. 11 ). The code is well documented and has

been extensively calibrated for variety of applications
with different classes of flows and configurations (Refs.

12-15). The algorithm is based on the compressible,

time-dependent, Reynolds-averaged Navier-Stokes

equations that are written in a cu_'ilinear coordinate

system. A cell-centered, finite volume approach is used

to solve the equations in a conservative form. An

upwind-biased, flux-difference-splitting (Ref. 16) is used
to solve the inviscid terms whereas central differencing

is applied to solve the viscous terms. The present
numerical results are all based on the one-equation

model of Spalart-Allmaras (Ref. 17). The solutions

presented in this report are all obtained by the use of

multi-griding and multi-sequencing techniques to

accelerate the convergence characteristics. The various

grid-block interfaces in the physical domain are
connected to one another either in a two-dimensional

planar form or a three-dimensional non-planar form. The

flow primitive variables are interpolated across the
various block interfaces using a searching technique

ba_sed on a combination of linear and polynomial

equations as discussed in Ref. 18.

Empty tunnel flow simulation

The empty tunnel flow simulation was conducted

primarily for two reasons. The first reason was to
establish that the tunnel sidewall BL could be

reasonably simulated. The second reason was to
determine whether a mixed viscous and inviscid

boundary condition for modeling the tunnel walls was

adequate to simulate the test section flow field.
The initial numerical model included only the nominal
NTF test section and the tunnel sidewall was treated

with a viscous boundary condition whereas the other

three walls were simulated with an inviscid boundary

condition (Fig. 5). The characteristic inflow BC and the

outflow BC with specified pressure ratio (p/p.) of 1.0

were imposed at the tunnel inlet and exit plane,

respectively. The BL rake data (Ref. 19} measured at
tunnel sidewall station 13 ft (at the model center of

rotation, see Fig. 5) are used to assess the accuracy of

the numerical predictions. The rake was 6.25 inches tall

and incorporated 29 probes with the first 8 probes

distributed uniformly over the first inch to measure the

near field pressure normal to the sidewall. The rake "data

analysis indicated that the edge of the BL (i.e., U/I,I_
---(1.99) occur at height of -3.8 inches (~ 96.52 mm).

Four sets of Cartesian grids (i.e., H-H topology) were

generated with different grid resolution to address grid

sensitivity effects on the results. Complementary to the

BL rake data, computations were performed at M_= 0.2,

and Rt.t--2xl(P, based on the Reynolds-averaged Navier-

Stokes (RANS) formulation with Spalarl-Allmaras

(SA) turbulence model. The correlation of these

computed results with the measured BL thickness (see

fig. 6) indicated an expected disagreement because the
numerical model did not include a proper BL profile at

the inflow plane.
Due to the simplicity of the tunnel sidewall BL

simulation, it was decided to exploit flat-plate (FP)

theory for estimating the BL thickness growth along the
tunnel sidewall. The flat-plate theory estimates (buried

under the open symbols) of the BI, thickness growth

were found to be very close to the turbulent Navier-

stokes results computed for the nominal NTF test

section (see Fig. 6). As a result, it was decided to use

the flat-plate BL theory and the existing experimental

data point (i.e., BL height of 3.8 inches (96.52 mm) at
TS-13) to extrapolate a virtual origin to the NTF test

section that would provide a better approximation of the

BL thickness at TS-13. The tunnel virtual origin was
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determined (Fig. 6) from this analysis to be

approximately 15 fl 14601) mm) 'ahem of the nominal
NTF test section.

Finally the accuracy of the estimated NTF virtual origin

by the flat-plate theory was verified by applying the
turbulent (SAt Navier-Stokes method. This calibration

was performed by modifying the volume grid generated

earlier for the computation of the nominal NTF test
section (i.e., 65-axial, 129-normal to the sidewall, 65-

lateral, y+ - 0.9) to accommodate grids for the upstream

extension of the tunnel geometry. The turbulent Navier-

Stokes results for the BL height growth along the

extended NTF sidewall is also shown in figure 6. The
Navier-Stokes results for the extended NTF sidewall

clearly re',fffiml that the flat-plate BL height estimates

were very reasonable. It should be noted that with this

approach the relatively complex contraction-cone

the settling-chamber geometry are essentially replaced

with a simple linear upstream-extension of the Nuare

cross-section, tunnel geometry'.

The measured velocity profile along with the axial
velocity profiles computed for the nominal and the

extended NTF test section were also examined. Though

not presented here, the comparison clearly illustrated an

excellent agreement between BI, rake measurements

the computed velocity profile with the extended NTF

test section. In addition, as part of the NTF empty-

tunnel flow simulation study, turbulent (SA) Navier-

Stokes computations were also carried out by

simulating the viscous BL flow on all four walls of the

extended tunnel geometry. The results from this study

reve',ded that only a slight thinning of the sidewall BL

occurred and that it did not manifest itself until reaching

TS 5 ft. This thinning of the BL thickness was

computed to be approximately 0.1 inch (less than 3% of

the overall BL thickness) at TS 13 ft. The empty tunnel

flow simulation study provided sufficient insight into
the tunnel flow characteristics (i.e., establishment of a

tunnel virtual origin and the proper resolution of
sidewall BL characteristics) that can directly be applied

to the flow simulation over the semispan diamond wing
model in the tunnel.

Model/standoff-In-Tunnel (MIT)

This section includes discussion on the computational

grid, numerical solution development and typical flow
field results.

A multi-block structured-grid was developed to discretize

the semispan high-lift diamond wing model with the

standoff geometry in the nominal NTF test section (see

Fig. 7). The high-lift brackets (Fig. 2) were not

modeled in the present numerical analysis, because of:

1) the ',xkkal grid generation complexity, 2) their

presence should not have a significant impact on the

overall configuration aerodynamics. The semispan

diamond wing numerical model is rotated geometrically

and set at 1()" angle-of-attack with respect to the tunnel

free-stream. Provisions were made from the empty

tunnel flow simulation to properly size the grid over the
viscous sidewall and to accommodate the tunnel

upstream block extension (not shown in Fig. 7). Same

inflow and out flow BC as those used in the empty
tunnel flow simulations were imposed at the tunnel

inlet and exit plane, respectively. Viscous BC was
invoked on all lifting surfaces of the model with the

exception of the fuselage base. Inviscid BC was

imposed on the fuselage base to alleviate any possible

convergence difficulties due to the expected complexity

of the flow field (i.e., unsteady, turbulent wake flow

field). In addition, the contribution of the fuselage base

to the overall configuration forces and moment will be

subtracted for subsequent analysis: this is consistent

with the experimental data. The volume grid consisted

of 39-grid blocks and containing approximately 7
million grid points.

The XYZ reference coordinate system for the grid is

defined such that: positive X is from upstream to
downstream, positive Y is normal to the sidewall, arid

positive Z is from tunnel ceiling to floor. The volume

grid is defined in metric units where the viscous
sidewall is located at Y= -1.5 inch (i.e., -38.1 mm

standoff width) with the opposing side at Y=8.077 ft

(i.e., Y=2461.9 mm). The overall longitudinal length
of the nominal NTF test section is defined to be 25 ft

(i.e., 7620 ram) long.

A close-up view of the surface grid for the semispan

diamond wing model along with the tunnel sidewall

grids is shown in Fig. 8. The complexity of the

geometry and the care taken to resolve the cove and the

gap regions are clearly illustrated. The inboard edge of

the deflected TE flap is abutted against the fuselage

whereas the outboard side-edge is exposed to the flow.

Turbulent Navier-Stokes computations were performed

by setting the tunnel free-stream conditions to M_=

0.2. Rrt =7.7 x l0 _', and at zero degree angle-of-attack.

However, note that the angle of attack (c,) for the mcxJel

is 10°, because as discussed previously, the geometrical

model is rotated to 10" angle of incidence relative to the

tunnel free-stream condition. A solution convergence

pr_edure was developed for this baseline MIT case that

could be applied in a consistent way to the other cases

in the present investigation.
With this procedure, the overall solution convergence

was achieved using three grid levels (i.e., coarse.

medium, and fine). Over the course of this solution

development, the overall residuals were reduced by about

4
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2.5 orders of magnitude and the o,,cillations in the

computed total lift, drag. and pitching moment were

reduced to a negligible level. Over the last 5(X)

iterations of the fine grid solution, the average

variations in total lift. drag, and pitching moments were

found to be _+0.07%, _0.13%, and _.+0.3c7,, respectively.

Figure 9 shows the overall solution convergence history
that took about 60 hours of Cray C-90 and required

about 300MW of memory. Figure 9 also shows a more

quantitative variation of the residuals for each block

during the course of the solution development at every
1000 iteration intervals.

A composite image summarizing the computed flow

field in terms of pressure coefficient for the MIT case is

shown in Fig. 10. The surface pressure coefficients are
shown on the semispan diamond wing model, tunnel

sidewall, inflow/outflow and the floor plane of the

upstream portion of the extended NTF test section. In

addition to the surface pressure coefficients, the results

in Fig. 10 show traces of several panicles released in

the field near the tunnel sidewall just "ahead of fuselage

and around the leading edges of the wing and the trailing

edge flap. A few particles were also released close to the
fuselage blunt base to highlight the associated wake

flow-field structure. The particle traces are computed

without any restriction to a particular computational

grid plane. The computed flow characteristics generally
show the desired attached flow, from a high-lift design

stand point, over the LEF, main wing, shroud, and TEF
for the most part. The close-up image on the upper

right comer of the figure shows the low-pressure

footprint associated with the TEF side- flow separation

forming a vortex (off surface structure not shown here).

Model/standoff-In-Free-air (MIF)

The grid strategy chosen for the MIF computations
utilized the existing MIT grid without any alteration.

The MIF grid required six new grid blocks to extend the
MIT tunnel walls to the nominal far field (see Fig. 11).

The radial extent of the far-field boundary' was chosen to

be about five overall fuselage body-lengths (i.e., 12.27)

away from the tunnel centerline. These six blocks adckxJ
a total of approximately 160,000 points to the existing

MIT volume grid.
The identical procedures developed to obtain the
turbulent Navier-Stokes solutions for the MIT case were

applied to acquire the computational results for the MIF
case at the same flow conditions. The MIF solution

convergence characteristics and the resulting flow

features were almost indistinguishable from those of the

MIT case shown earlier in Figs. 9 and I0, respectively.

As a result, they are not presented here.

Model/No-standoff-ln-Free-air (MNIF)

The volume-grid blocks associated with the standoff

were extracted from the existing MIF computational

grid. This modification resulted in a total of 38 _ond
blocks, and about 6.5 million grid points, to remain for

the numerical representation of the mtxlel/no-standoff in
free-air (MNIF). The same boundary' conditions as the

MIF case were applied on all surfaces with the

exception of the configuration plane-of-symmetry where

the general symmetry plane boundary condition was

imposed. Thc computational procedure established under
the MIT and MIF solution development were applied to

obtain the turbulent Navier-Stokes solution for the

MNIF case at _z= 10", M:¢= 0.2. and Rt-¢=7.7x10".

Predictions and correlation with data

Two sets of experimental data, referred to as 'with WIC'

and 'without WlC', will later be presented in this

report. While both data sets include all the standard
wind-tunnel data corrections, the only difference between

them is that one contains the experimentally detemfined
solid-wall interference correction (Ref. 201 effect and the

other does not. The application of WlC to correct the

experimental data that corresponds to the flow
conditions chosen for the numerical analysis resulted in

an increase in the model angle of attack, flee stream

Mach number, and dynamic pressure. The corresponding

increments in angle of attack (10"), free-stream Mach

(0.2) and dynamic pressure (347.6 psf) were (),6", 0.00 I,

and 4.54 psf, respectively. With the exception of the

angle of attack, the increments to Math number and

dynamic pressure are considered relatively small in the

present investigation. To numerically complement the

corrected experimental data. an additional MIF

computation was performed at M:_= (/.2, Rr_ =7.7 xl0",

and a higher free-stream angle-of-attack of (7.6". As a

result, the corrected angle of attack (%) for the
numerical model (rotated to 10_' angle of incidence
relative to the tunnel free-stream flow) in this new

computation is 10.8'. The results from this new MIF

computation at c,_ =10.6", along with those originally

planned will be later correlated with the correslxmding

experimental data for surface pressure coefficients 'and
overall forces and moment.

Surface pressure coefficients

The computed surface pressure coefficients, the NTF
data (both with and without corrections for wall

interference effects), and the wing geometry sectional

cuts at three span-wise stations are shown in Fig. 12.

The exlx','imental data are only shown l\_r the wing
main element because of the inconsistencies found in

mapping the experimental pressure-lxm locations with
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the corresponding CFD data over the sl'uoud and the
TEF. The CFD results are shown for four different cases

that include the MIT, MIF, MNIF. and the MIF at ¢_ =

10.& along with the NTF experimental data. The latter

experimental data are shown for both corrected (denoted

by "with WIC') for the tunnel wall effects to represent

the free-air results and uncorrected (denoted by 'without

WIC') for the tunnel wall effects. In general, the

pressure distributions computed over the main wing

compare well with the measured data for the model in

both the tunnel and tree-air, and that they both indicate

very little increment due to the wall interference effects.

Similar chord-wise pressure distributions and the

corresponding geometry sectional cuts, as shown in the

previous figure, are presented in Fig. 13 for the three

wing outboard-stations. Note that the experimental "data

are shown for the entire wing section and do not include

any high-lift element. Similar to the wing inboard
stations, the WIC modification to account for the tunnel

wall effects on the measured surface pressures appears to

be very small. The CFD results for the MIT and MIF

show small variations in the computed pressures around

the leading edge of the deflected flap. The agreement
between the CFD results and the measured data are

generally very good at all three stations.

Force and moment coefficients

The computed overall lift, drag, and pitching moment

coefficients are shown in Fig. 14 along with the

corresponding NTF experimental data with and without

WIC application. The close-up views of each respective
data set near the flow conditions of interest to the

present investigation are shown in the right-hand

column. Consistent with the experimental data, it is

important to note that the direct contributions from the

standoff geometQ, atut the blunt fitselage-base are

exchuted from all the computed coefficients. The

experimental lift coefficients indicate a fairly linear

variation with angle-of-attack and the application of
WIC to account for the tunnel w',.fll interference results

in a decrease in lift curve slope as expected. The

computed lift coefficients from the MIT and MIF agree

well with the measured data. especially the increments

due to WIC (see the dose-up results). The overall

magnitudes are slightly over-predicted by about 0.01.
Also the MIF computed lift coefficient at c£, = 10.6 °
correlates well with the NTF data with WIC. As a

result, the lift curve slope for the free-air computations

(i.e., MIF and MIF at % = 10.6") is also predicted well.

Extracting the standoff geometry physically from the

numerical model causes only a small decrease in the

MNIF computed lift coefficient relative to the MIF

prediction and it compares very well with the corrected
(i.e., wall interference effects) NTF data.

The measured pitching moment characteristics exhibit

very little change at low to moderate C__range, t_llowed

by a nose down tendency with increasing CL. The

experimental data also indicate diminutive effects from

the application of WlC method on the overall pitching

moment characteristics. The correlation of the computed
pitching moments with experimental data is reasonable,

though the plot on the right-hand column may be

misleading because of the expanded scales.

The measured drag polar indicates the expected trend 'and

that the modification due to WlC application appears to

become more pronounced with increasing C_. The

computed drag coefficients are in general agreement with

the experimental measurements in terms of the trends

but not the magnitude. Also note the increase in the

predicted drag coefficient (~55 counts) with MNIF

computation compared to the MIF result. In addition to

the obvious geometrical differences between the two

models (i.e., standoff), there is also the imposed

boundary condition on the configuration plane-of-

symmetry. In an effort to determine a possible soutve

for this drag change, further diagnostic analysis was

performed as discussed in the following section.

Sidewall/standoff interference analysis
The predicted drag coefficients from MIF and MNIF

computations are shown in Fig. 15 along with the

results for the other two CFD cases for completeness.
The drag coefficients are plotted against the block

number in the computational domain. The results

indicate that the computed drag remains fairly unchanged

for most the blocks with the exception of the first two

that define the configuration forebody longitudinally up

to the fuselage/wing-LE juncture point. The majority of

the increase in MNIF computed total drag, relative to

MIF results, come from the configuration foretxxty

(roughly about 4(1 counts) and the wing components

(roughly about 10 counts). The effect over the foreNxly

is likely to be associated with the standoff geometry and

the boundary condition imposed on the wall to which
the model is mounted, i.e., viscous wall for MIF arid

symmetry plane for MNIF. As a result, the

configuration forebody experiences a different flow-field

surrounding MIF computations compared to the MNIF.

This forebody drag increment could be important to the

process of estimating full span aerodynamics from

semispan measurement. Similar data analysis was also

performed for the computed lift coefficients that

indicated negligible variations in all blocks with the

exception of the wing components, which showed

slight variations.
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Computed pressure distributions along the fuselage

centerline (i.e., fuselage and standoff boundtuy line, Y=0

ram) are shown in Fig. 16. The results clearly indicate

very small differences between all the computations

with the exception of the MNIF solutions over the

configuration forebody. The majority of the differences

occur roughly over the front one-third of the fuselage

where the MNIF predicted pressures appear It) exhibit

less suction on the upper surface and more compression

on the lower surface. As expected, only the computed

pressure coefficients with MNIF indicate a stagnation

point (i.e., Cp - 1.0) on the forebody unlike all the
other solutions where their respective pressure

coefficients do not exceed 0.83. The bulging of the

pressure distribution in the mid-fuselage region
(0<X<I200) is attributed to the wing pressure field

propagation inboard onto the fuselage. It is also

interesting to note that the fuselage pressure

distributions indicate a rapid decrease and increase in

pressures, near the fuselage base on the upper (X-17(X)
mm) and lower surfaces (X-1600 ram). respectively.

This abrupt change in the fuselage pressure difference

near the base plane is likely caused by the flow

separation at the sharp comers of the base resulting in a
wake-like flow-field behind the blunt face of the

fuselage. The cross sectional pressure distribution on

the foreNy, dy is analyzed next to identify the
circumferential extent of the pressure difference between

MNIF and the other CFD results. The compt, ted

circumferential pressure distribution at two fuselage
cross sections of X=-5(X) mm and X=-2(R) mm are

shown in Fig. 16. The first cross section is very+ close

to the fuselage nose (see Fig. 16 for relative location

with respect to the overall fuselage length) and the

second station is roughly about the mid-forebody. The

figure also shows the corresponding cross-sectional

geometry' including the standoff component (hash-
marked) for reference. The results clearly indicate that

the pressure difference observed between the MNIF and
the other CFD solutions on the forebody is not confined

to the fuselage centerline but it also manifests itself

circumferentially at both stations. Similar to the earlier

findings, the computed forebody pressures from the
MIT, M1F, and MIF (at c% = 10.6") cases show very

little difference between one another. It is important to

recall that the computed wing pressures did not change

significantly between all the examined CFD cases. The
combination of the viscous sidewall and standoff

certainly has a much larger effect on the foretxxly

pressures compared with the MNIF predictions. The

differences in forebcudy pressures are large enough to

impact the computed drag coefficient (Fig. 16).

Complementary to the surface pressure comparison at

the fuselage center[ine (i.e., Fig. 16), figure 17 shows

the difference in the computed pressure coefficients at

the plane-of-_ymmetry between the MIF and MNIF

solutions. The grids are shown for every three points in

both directions for clarity. This result clearly shows the

field effect due to the presence of the combined sidewall

BL and standoff geometry across the fuselage centerline

plane. Similar to the earlier findings, this result also
indicates that the majority of the pressure difference

between the two solutions is confined only in and

around the forebody region such as the flow

compression 'ahead of the forebody followed by the flow

expansion around it. These findings are consistent with

the approach taken to design the standoff shape (Ref. 9)

around the fuselage forebody to minimize the sider, all

BL impact over the configuration flow field and thus

measured aerodynamic properties.

Conclusions

Turbulent (Spalart-Allmaras) Navier-Stokes

computational results are presented for an ad'+.anct,xt

diamond wing semispan model at low speed, high lift
conditions. The numerical results are obtained in

support of a wind-tunnel test that was conducted in the

National Transonic Facility (NTF) at the NASA

Langley Research Center. The diamond wing model

incorporated a generic fuselage and ,,,+'asmounted on the

tunnel sidewall using a constant width standoff. The

computations are performed at flow conditions of

ot=lO", Ms+ = 0.2, and Rrt=7.7xlO" that corresponded to

a nominal flight approach and landing situation. The

overall CFD plan included the numerical simulation of

the NTF empty tunnel flow characteristics, semispan

high lift model with the standoff in the tunnel
environment, semispan high-lift model with the

standoff and viscous sidewall in free-air, and semispan

high-lift model without the standoff in free-air.

At the outset, the numerical analysis demonstrated an

approach to determine an upstream extension (virtual

origin) to the nominal NTF test section for better

simulation of the empty-tunnel sidewall boundary-layer
characteristics. The lessons learned from the empty

tunnel flow simulation were then applied to simulate

flow over the complete high-lift model in the tunnel

free air environment. The numerical predictions showed

very little wall interference effect on the local flow
characteristics of the model, which exhibited the desired

attached flow over the LEF, main wing+ shroud, and the

TEF for the most part. The computed wing pressure

distributions are shown to agree well with the measured

data and they both indicate a small effect due to the

tunnel wall interference effects. Although the

magnitudes of the computed forces and moment were

slightly off compared to the measured data, their
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increments due the wall interference effects are predicted

well. Numerical predictions for the combined effects of

the tunnel sidewall boundary layer and the standoff

geometry are shown to significantly impact the fuselage

forebody pressure distribution. As a result, this effect is

shown to influence the overall configuration

longitudinal aerodynamic characteristics, particularly the

drag coefficient, for the model with no standoff in free
air.
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Figure 10. Turbulent Navier-Stokes flow field simulation for the semispan diamond wing in the extended
NTF tunnel test section.

Figure 11. Exterior grid wrapping around the MIT grid for developing the MIF grid.
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Figure 16. Computed Cp along the fuselage centerline (Y--0) and two forebody cross sections.

Figure 17. Computed pressure difference between MIF and MNIF along the fuselage center plane (Y=0).

16

American Institute of Aeronautics and Astronautics






